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Abstract

Companies increasingly rely on an extended workforce (e.g., contractors, gig workers, professional service firms, complementor organizations, and technologies such as algorithmic management and artificial intelligence) to achieve strategic goals and objectives. When leaders were asked to describe how they define their workforce today, they mention a diverse array of participants, beyond just full- and part-time employees, all contributing in various ways. Many of these leaders observe that their extended workforce now comprises 30-50% of their entire workforce. For example, Novartis has approximately 100,000 employees and counts more than 50,000 other workers as external contributors. Businesses are also increasingly using crowdsourcing platforms to engage external participants in the development of products and services. Managers are thinking about their workforce in terms of who contributes to outcomes, not just by workers' employment arrangements.
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Background to the Study

ongoing research on workforce ecosystems demonstrates that managing work across organizational boundaries with groups of interdependent actors in a variety of employment relationships creates new opportunities and risks for both workers and businesses. These are not subtle shifts. Workforce ecosystem can be defined as a structure that encompasses actors, from within the organization and beyond, working to create value for an organization. Within the ecosystem, actors work toward individual and collective goals with interdependencies and complementarities among the participants. The emergence of workforce ecosystems has implications for management theory, organizational behavior, social welfare, and policymakers. In particular, issues surrounding work and worker flexibility, equity, and data governance and transparency pose substantial opportunities for policymaking. At the same time, artificial intelligence (AI), which is define broadly to include machine learning and algorithmic management is playing an increasingly large role within the corporate context. The widespread use of AI is already displacing workers through automation, augmenting human performance at work, and creating new job categories. What's more, AI is enabling, driving, and accelerating the emergence of workforce ecosystems. Workforce ecosystems are incorporating human-AI collaboration on both physical and cognitive tasks and introducing new dependencies among managers, employees, contingent workers, other service providers, and AI.

Clearly, policy needs to consider how AI-based automation will affect workers and the labor market more broadly. However, focusing only on the effects of automation without considering the impact of AI on organizational and governance structures understates the extent to which AI is already influencing work, workers, and the practice of management. Policy discussions also need to consider the implications of human-AI collaborations and AI that enhances human performance (such as generative AI tools). Policymakers require a much more nuanced and comprehensive view of the dynamic relationship between workforce ecosystems and AI. To that end, this policy brief presents a framework that addresses the convergence of AI and workforce ecosystems.

Within workforce ecosystems, the use of AI is changing the design of work, the supply of labor, the conduct of work, and the measurement of work and workers. Examining AI-related shifts in four categories; designing work, supplying workers, conducting work, and measuring work and workers reveals a variety of policy implications. We explore these policy considerations, highlighting themes of flexibility, equity, and data governance and transparency. Furthermore, we offer a broad view of how a shift toward workforce ecosystems and the increasing use of AI is influencing the future of work.

AI and Workforce Ecosystems: Framework

Workforce ecosystems consist of workforce participants inside and outside organizations crossing all organizational levels and functions and spanning all product and service development and delivery phases. Strikingly, AI usage within workforce ecosystems is increasing and simultaneously accelerating their emergence and growth. The increasing shift toward workforce ecosystems creates new opportunities to leverage AI, and the increased use
of AI further amplifies the move toward workforce ecosystems. This study presents a typology to better understand the interaction between the continuing emergence of AI and the ongoing evolution of workforce ecosystems. With this framework, this paper aims to assist policymakers in making sense of changes accompanying AI’s growth. The typology includes four categories highlighting four areas in which AI is impacting workforce ecosystems: Designing Work, Supplying Workers, Conducting Work, and Measuring Work and Workers. Each of the four categories suggests distinct (if related) policy implications.

One overarching implication of this discussion is that policy for work-related AI applications is not limited to addressing automation. Despite the clear need for policy to consider implications arising from the use of AI to automate jobs and displace workers, it is insufficient to focus policy discussions only on automation and not fully consider changes in which human work is augmented by AI and in which humans and AI collaborate. Discussions omitting these factors run the risk of understating the current and future influence of AI on work, workers, and the practice of management. Policy related to AI in workforce ecosystems should balance workers’ interests in sustainable and decent jobs with employers’ interests in productivity and economic growth. If done properly, there is tremendous potential to leverage AI to improve working conditions, worker safety, and worker mobility/flexibility, and to work more collectively and intelligently. The goal of these policy refinements should be to allow businesses to meet competitive challenges while limiting the risk of dehumanizing workers, discrimination, and inequality. Policy can offer incentives to limit the use of AI in low value-added contexts, such as for automation of work with small efficiency gains, while promoting higher value-added uses of AI that increase economic productivity and employment growth.

Designing Work
The growing use of AI has a profound effect on work design in workforce ecosystems. A greater supply of AI affects how organizations design work while changes in work design drive greater demand for AI. For example, modern food delivery platforms like GrubHub and DoorDash use AI for sophisticated scheduling, matching, rating, and routing, which has essentially redesigned work within the food delivery industry. Without AI, such crowd-based work designs would not be possible. These technologies and their impact on work design reach beyond food delivery into other supply chains wherever complex delivery systems exist. Similarly, AI-driven tools enable larger, flatter, more integrated teams because entities can coordinate and collaborate more effectively. For workforce ecosystems, this means organizations can more seamlessly integrate external workers, partner organizations, and employees as they strive to meet strategic goals. On the flip side, changes in work design drive increasing demand for AI. For example, as jobs are disaggregated into tasks and work becomes more modular and/or project-based, algorithms can help humans become more effective. As companies refine their approach to designing work, they gain access to more data (e.g., in medical research and marketing analytics) and AI becomes even more valuable.

Policy concerns associated with U.S. business’s increasing reliance on contingent labor date back (at least to) the 1994 Dunlop Commission. Companies do not want to overcommit hiring full-time workers with skills that will soon become obsolete and thus prefer to rely on
contingent labor in many cases. They design work for maximum flexibility and productivity but not necessarily for maximum economic security for workers. The shift in employment away from (full- and part-time) payroll to more flexible categories (e.g., contingent workers such as long-term contractors or short-term gig workers) tends to increase the income and wealth gap between workers in full- and part-time employed positions and those in contracted roles by affecting what leverage and protection is available for various classes of workers.

Notably, contingent work has a direct relationship with “precarious work.” Precarious work has been defined as work that is “uncertain, unstable, and insecure and in which employees bear the risks of work and receive limited social benefits and statutory protections.” This is likely to affect workers of different skills in different ways, leading not only to income and wealth inequality but also to human capital inequality as workers with different skill levels have more or less control over their wages. For example, a highly skilled data scientist may command a premium and may work for more than one client. In the shipping industry, most of the workers who maintain and operate commercial vessels are contractors, but they are less likely to command a premium nor will they be able to offer their services to multiple clients. Flexible, platform-based work arrangements can result in precarious work arrangements for some workers while giving flexibility, higher wages, and the ability to hyper-specialize to others. This creates human capital inequality. The difference may depend on already existing discrepancies like class, race, and gender, and thus further amplify income and wealth inequality.

The growing sophistication of AI makes it easier for managers to source, vet, and hire contingent labor. This new role for AI enables managers to design work in new ways. Instead of focusing on hiring employees and filling in skill gaps with full-time labor, managers are increasingly turning to external talent markets and staffing platforms as a source of shorter-term, skills-based engagements to achieve outcomes. Managers can disaggregate existing jobs into component tasks and then use AI to access external contributors with specific skills to accomplish those tasks.

**Policy Considerations for Designing Work**

These changes in work design affect policies for tax, labor, and technology. Federal and state governments should consider developing more inclusive and flexible policies that support all kinds of employment models, so workers receive equal protection and benefits based on the value they create, not the employment status they hold. If workers are to be afforded protections that ensure sustainable, safe, and healthy work environments, the same protections should be available to all workers regardless of whether they are an employee or a contingent worker. Unemployment insurance should be modernized to expand eligibility to include workers who do not work (or seek work) full-time and to provide flexible, partial unemployment benefits.

Today, firms themselves may be willing to be more flexible and creative with compensation and benefits schemes, but they sometimes only have limited opportunities to do so because of labor regulation constraints. Modernized unemployment and other labor policies would
potentially increase contingent workers’ access to reasonable earning opportunities, social safety nets, and benefits. Beyond unemployment insurance, other benefits including retirement savings contributions, health insurance, and medical, family, and parental leaves are similarly restricted to full-time workers for historical reasons (although the restrictions vary across geographic regions). Policies should be updated to allow portability of benefits between employers and improve access to assistance, which would dampen the income volatility faced by many contingent workers.

**Supplying Workers**

By using AI to increase the supply of workers of more types (e.g., contractors, gig workers) through improved communication, coordination, and matching, workforce ecosystems can grow more easily, effectively, and efficiently. At the same time, the growth of workforce ecosystems increases the demand for all kinds of workers, leading to more demand for AI to help increase and manage worker supply.

Organizations increasingly require a variety of workers to engage in multiple ways (full-time, part-time, as professional service providers, as long-and short-term contractors, etc.). They can use AI to assist in sourcing these workers, for example, by using both internal and external labor platforms and talent marketplaces to find and match workers more effectively. Using AI that includes enhanced matching functions, scheduling, recruiting, planning, and evaluations increases access to a diverse corps of workers. Organizations can use AI to more effectively build workforce ecosystems that both align with specific business needs and help meet diversity goals.

Increasing the use of AI can have both negative and positive consequences for supplying workers. For example, it can perpetuate or reduce bias in hiring. Similarly, AI systems can help ensure pay equity (by identifying and correcting gender differences in pay for similar jobs) or contribute to inequity throughout the workforce ecosystem by, for example, amplifying the value of existing skills while reducing the value of other skills. In workforce ecosystems where certain skills are becoming more highly valued, AI can efficiently and objectively verify and validate existing skills and find opportunities for workers to gain new skills. However, on the negative side, such public worker evaluations can lead to lasting consequences when errors are introduced into the verification process and workers have little recourse for correcting them. While supplying work is distinct from designing work, the boundaries between the two are porous. For example, an organization may redesign a job into modular pieces and then use an AI-powered talent marketplace to source workers to accomplish these smaller jobs. An organization could break one job into 10 discrete tasks and engage 10 people instead of one via an online labor market such as Amazon Mechanical Turk or Upwork.

Further, if an organization can increasingly use AI to effectively source workers (including human and technological workers such as software bots), the organization can design work to leverage a more abundant, diverse, and flexible worker supply. Because organizations can increasingly find people (and partner organizations) to engage for shorter-term, specific assignments, they can more easily build complex and interconnected workforce ecosystems to accomplish business objectives.
**Policy Considerations for Supplying Workers.**

Policy plays multiple roles in AI-enabled workforce ecosystems related to supplying workers. We consider three sets of issues: tax policy favoring capital over labor investment; relatively inflexible existing educational policies associated with training and development; and collective bargaining.

First, policy shapes incentives for automation relative to human labor. Current U.S. tax policy has relatively high taxation of labor and relatively lower taxation of capital, which can favor automation. While this can benefit the remaining workers in heavily automated industries, it can provide incentives to organizations to invest in automation technologies that displace human workers. These automation investments are unlikely to be effectively constrained by taxes on robots, however, there is need for policy incentives that actually make investments in human capital and labor more attractive. These could include tax incentives for upskilling and reskilling both employees and external contributors, creating decent jobs programs, or developing programs to calibrate investments in automation and human labor.

Second, public and private organizations can collaborate more closely on worker training and continuous learning. Organizations can build relationships across communities to provide training, reskilling, and lifelong learning for workers, especially because current regulations in some geographies, including the U.S., preclude organizations from providing training to contractual workers. Public-private partnerships can help enable good jobs and fair work arrangements, provide career opportunities to workers, and add economic benefits for employers. Education needs to become more flexible to provide workers with fresh skills beyond, and in some cases in place of, college. AI can be utilized not only to decompose jobs into component tasks but also to provide support for team formation and career management. Digital learning and digital credential and reputation systems are likely to play a key role in enabling a more flexible and comprehensive worker supply. All of these measures would support the continued growth and success of workforce ecosystems across industries and economies.

Finally, policymakers should clarify the role that collective bargaining can serve in negotiating issues such as the use of technology, safety, privacy concerns, plans to expand automation, and training and access to training (e.g., paid time off to complete training) among others. Ideally, these benefits can be expanded to include all workers across an ecosystem, not just those in traditional full-time employment.

**Conducting Work**
in workforce ecosystems, humans and AI work together to create value, with varying levels of interdependency and control over one another. As stated by MIT Professor Thomas Malone:

People have the most control when machines act only as tools; and machines have successively more control as their roles expand to assistants, peers, and, finally, managers. Policy should cover the full range of interactions that exist when humans and AI collaborate. Although these categories; assistants, peers, and managers, clearly overlap, each type of working relationship suggests new policy demands for conducting work.
AI-as-Assistant
AI supports individual performance within workforce ecosystems. Businesses are increasingly relying on augmented reality/virtual reality (AR/VR) technologies, for instance, to enhance individual and team performance. These technologies promise to improve worker safety in some workplace environments. However, new technologies also promise to allow AI-enabled workplace avatars to interact, bringing very human predilections, both prosocial and antisocial, into digital environments.

AI-as-Peer
Humans and AI increasingly work together as collaborators in workforce ecosystems, using complementary capabilities to achieve outcomes: 60% of human workers already see AI as a co-worker. In hospitals, radiologists and AI work together to develop more accurate radiologic interpretations than either alone could accomplish. At law firms, algorithms are taking over elements of the arduous process of due diligence for mergers and acquisitions, analyzing thousands of documents for relevant terms, freeing associates to focus on higher-value assignments.

AI-as-Manager
AI is already being used to direct a wide range of human behaviors in the workplace, deciding, for example, who to hire, promote, or reassign. Uber uses algorithms to assign and schedule rides, set wages, and track performance; and AI may direct a warehouse worker’s hand movement with haptic feedback based on motion sensors. AI is also being used in surveillance applications, which can be considered a form of supervision or management.

Policy Recommendations in Conducting Work
To address issues related to AI as an assistant or peer, the U.S. needs regulation for workplace safety when humans collaborate with AI agents and robots. These regulations will likely cut across existing government regulatory structures. For example, if AI assistants or robots on a factory floor need to meet cybersecurity requirements to ensure worker safety, are these standards set by the Occupational Safety and Health Administration (OSHA) or some other body? In OSHA’s A-Z website index, there is currently no mention of cybersecurity.

A key issue with AI-as-manager is that AI decisions may appear opaque and confusing, leaving workers guessing about how and why certain decisions were made and what they can do when bad data skew decisions. For example, unreasonable passengers may give low marks to rideshare drivers, which in turn adversely affects drivers’ income opportunities. Policymakers could pass rules to increase transparency for workers about how algorithmic management decisions are made. Such rules could force employers and online labor platform businesses to disclose which data is used for which decisions. This would be helpful to counteract the current information asymmetry between platforms and workers.

Finally, policymakers need to consider how existing anti-discrimination rules intended to regulate human decisions can be applied to algorithms and human-AI teams. Currently, algorithm-based discrimination is difficult to verify and prove given the absence of
independent reviews and outside audits. Such audits could help address (and possibly alleviate) unintended consequences when algorithms inadvertently exploit natural human frailties and use flawed data sets. Policymakers could mandate outside audits, establish which data can be used, support research that attempts to assess algorithmic properties, promote research on both algorithmic fairness and machine learning algorithms with provable attributes, and analyze the economic impact of human and AI collaboration. Additionally, policies seeking to reduce discrimination may need to wrestle with which bias, a human's or an algorithm's is the most important bias to minimize.

**Measuring Work and Workers**
Firms are increasingly using AI to measure behaviors and performance that were once impossible to track. Advanced measurement techniques have the potential to generate efficiency gains and improve conditions for workers, but they also risk dehumanizing workers and increasing discrimination in the workplace. AI's ability to reduce the cost of data collection and analysis has greatly expanded the range of possible monitoring to include location, movement, biometrics, affect, as well as verbal and non-verbal communication. For example, AI can predict mood, personality, and emergent leadership in group meetings. Workers may experience such tools as intrusive even if the monitoring itself is lawful and even if workers do not directly experience the surveillance.

At the same time, workers can use newly available AI systems to assess their performance in real-time and prescribe efficient actions, balance stress, and improve performance. Fine-grained, real-time measures may be particularly useful because they can improve processes that support collective intelligence. For example, AI that detects emotional shifts on phone calls may enable pharmacists to deal more effectively with customer aggravations; biometric sensors for workers in physical jobs can detect strenuous movements and reduce the risk of injury. Workers may welcome AI that augments performance and improves safety. On the other hand, a firm's desire to utilize AI for work and worker measurement poses a risk of treating workers more like machines than humans and introducing AI-based discrimination.

**Policy Considerations for Measuring Work and Workers**
Policymakers need to recognize that AI is changing the nature of surveillance beyond the regulatory scope of the Electronic Communications Privacy Act of 1986 (ECPA), which is the only federal law that directly governs the monitoring of electronic communications in the workplace. Surveillance affects not only traditional employees but also contingent workers participating in workforce ecosystems. And, in many cases, contracted workers may be subject to more, and more intrusive, monitoring than other workers, especially when working in remote locations. Three specific areas stand out as particularly relevant.

**Transparency**
To ensure decent work, data transparency is especially crucial as tracking workers (both inside a physical location and also digitally for remote workers) can be disrespectful and violate their privacy. Currently, it is rarely clear to workers what types of data are being used to measure their performance and determine compensation and task assignment. Stories abound in which
workers try to game the system by figuring out how to get the most lucrative assignments. Policymakers need to establish legitimate purposes for data collection and use as well as guidelines for how these need to be shared with workers. They must address the risks of invasive work surveillance and discriminatory practices resulting from algorithmic management and AI systems. Guidelines for data security, privacy, ownership, sharing, and transparency should be much more specifically addressed across regulatory environments.

**AI Bias**

Bias in algorithmic management within traditional organizations and workforce ecosystems can arise from three sources: (a) data that is used to train AI that may include human biases; (b) biased decision making by software developers (who may reflect a narrow portion of the population); and (c) AI that is too rigid to detect situations in which different behavior is warranted (i.e., swerving to avoid a pothole may indicate attentive driving as opposed to inattentive). To further complicate matters, AI itself can develop software, which might introduce other biases.

**Equity**

Employment arrangements become increasingly flexible and fluid in workforce ecosystems, and worker employment status can determine the type of monitoring. Contingent workers in a workforce ecosystem for example might be monitored in ways that employees performing similar tasks would not be. Similar inequities exist even among employees. For instance, with the growth of remote work, various types of monitoring on all employees seems to be on the rise; however, employees working from home may be subject to surveillance different from those in the office. Indeed, the threat of surveillance can be used to encourage a return to the workplace. Aside from the question of whether organizational culture can benefit from a threat-induced return to work, there is a substantive question about whether businesses should be allowed to selectively protect or exploit privacy among employees performing similar jobs. To address possible discriminatory practices, policymakers need to establish rules for legitimate data collection and use and for equitable protections of privacy in different work arrangements. At the same time, those policies need to be carefully balanced against the need for work and worker flexibility, innovation, and economic growth.

**Conclusion**

Corporate uses of AI are transforming the design and conduct of work, the supply of labor, and the measurement of work and workers. At the same time, companies are increasingly dependent on a wide range of actors, employees and beyond, to accomplish work. The intersection of these two trends has more consequential and broad policy implications than automation in the workplace.

Today, many of the protections and benefits workers receive still depend on their classification as an employee versus a contingent worker. We need policies that can:

1. Anticipate and account for a variety of work arrangements to ensure safety and equity for workers across categories.
2. Accommodate increasingly novel work arrangements that support and protect all workers.
3. Balance workers' desires for decent jobs with organizations' needs for sustainability and economic growth.

All of this needs to be accomplished while policymakers keep a careful eye on unintended consequences. Both AI technologies and firm practices are developing rapidly, making it difficult to predict which future work arrangements may be most successful in which circumstances. Hence, decisionmakers should strive to develop policies that increase rather than constrain innovation for future work arrangements that benefit both workers and organizations. Policymakers should explicitly allow experimentation and learning while limiting regulatory complexity associated with AI in workforce ecosystems.
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